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QA Consider a 3 input XOR gate
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- If the inputs are denated by X and the setpil by 7 6
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[ﬂ 2. Figure 1 shows the decision boundary for a SUM based classifier, in e irinp
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\/3‘3_ the Kernel function K(y. 2) for two vectors ¥ and 7 in terms of their caminrrieiie
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Fig. 1. Locus of suppert vectors in the input spaca,

Hint: Think of a simple map ¢, e.g. a map friom 2D s 205 isalf Suer O FEmrting sl 2
map.
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QA A adtoanwant network A has W weights. Hach weight can assume only ma values.
\N’\A\\u\h Wi wlentical to netwark A, except that each weight can assume ma Vﬂh.les- Both
wiwanhs ae trated oo a set o N training patterns, so that the training set accuracy 18 at least
B2 %0 The prababidlity that ss A (respectively B) makes more than 20% errors on the test set 18
denoted by g (respectively. pa). The ratio (pa/pB) is found to be (0.4096). When the number
W laing patterns e A s doubled to 2N, it is found that pa is now e '0 of its original value.
Whan ane of the welghts af A is removed, and it is irained with N patterns, pa falls to 0.25 of
W aniginal value (obtained with W weights and N patterns). When one of the weights of B is
wanoved, vy talls 1o (1/8th of its ariginal value.

Foad W, wA, mb, and the number of training patterns (N).
Can you estimate the total visk if the confidence level ia set at 75% ?

(20 marks)

Q4 A ;l\\g\e neuran with N weights is preaented with patterns from a zero-mean distribution
one at a time, and each time, the weights are updated using the rule

Aw; = (VG - willwl) 5
N

where V = ) w;(; @
j=1

where ¢ is the presented pattern, V is the output of the linear neuron, and 7 is the learning rate.

Derive the expected values of the weights at steady state. Mention any assumptions you
make.
What is the norm of the weights at ateady state ?
ls there an energy function E so that the steady state weights correspond to a minimum of
E ? Derive B if it exista,
Y o (20 marks)
/Q’f ], Consider a regression model y = f.(¢) + 6, where 5 satisfies E[6] =0 and E|[6%] = 0. We
_are given a set af N samples #',1 = 1,2, .., N with corresponding function values y; at each of
\_~ them. The K nearest neighbour constructs an estimator

K
fr(@) = —llg Z YNi(=)» (3)

=1
where Ny (®), Na(@), . Ng(x) are the K nearest neighbours of z. The performance of the KNN
algorithm is given by the expected loss

Eyyy — fx(@))? = ExEya(y = fx (@)’ @)
Let us denote g(K) = Eye(y - fic (@)

Show that o(K) =a"+ Eyp(fe(x) - fre (@) ‘
Further, obtain a bias-variance decomposition of Ey.(f.(z) - fie(2))2.
Show that ¢(K) can be written as an expression involcing only o, f,, and K. Derive that

expws&iun.
(20 marks)
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